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ABSTRACT
We address in this work the problem of document clustering.
Our approach is based on the following pipeline. First, we
quantify the topics in a document. Then, a number of clus-
ters is set automatically. Finally, a multi-criteria distance is
defined to cluster the documents. The advantage of this ap-
proach is that it allows us to have a number of multi-criteria
clusters based on structural analysis of each document. We
have applied our method on Twitter data and showed the
accuracy of our results compared to a random choice number
of clusters.

CCS Concepts
•Information systems → Data mining; Clustering;
Information retrieval; Document topic models;

Keywords
Latent Dirichlet Allocation, Topic modeling, Gibbs Sam-
pling, pretopology, pseudoclosure, clustering, k-means.

1. INTRODUCTION
Classifying a set of documents is a standard problem ad-

dressed in machine learning and statistical natural language
processing [8]. The classical approach for classifying doc-
uments consists in the use of a measure of similarity. De-
pending on the algorithm, different measures are used. In
this work, we tackle the problem of the classification of doc-
uments in a different way by defining a family of binary rela-
tionships on the topic-based contents of the documents. The
documents are not only classified using a measure of similar-
ity but also using pseudoclosure function built from family
of binary relationships between the different hidden seman-
tic contents (i.e topics) computed by the Latent Dirichlet
Allocation (LDA). The pseudoclosure function are defined
using an original concept called pretopology [1].
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LDA is a generative probabilistic model by Blei et al. [2]
that allows us to discover the latent structure (i.e. the topic
structure) of a set of documents. LDA gives us three latent
variables after computing the posterior distribution of the
model; the topic assignment, the distribution of words in
each topic and the distribution of the topics in each docu-
ment. Having the distribution of topics in documents, the
pretopology allows to compute the elements of each cluster
of documents using the pseudoclosure function which gives
us the ability to follow the process step by step. The pseu-
doclosure function is applied on the distribution of the topic,
computed by LDA, in each document. We use the pretopol-
ogy for its ability to manipulate many binary relationships.
This framework allows us first, to model a topic space and
to cluster the documents according to their positions in the
topic space.

We present this connection by a method that we named
the Method of Clustering Documents using Pretopology and
Topic Modeling (MCPTM). MCPTM organizes a set of un-
structured entities in a number of clusters based on multiple
relationships between each two entities. Our method discov-
ers the topics expressed by the documents, tracks changes
step by step over time, expresses similarity based on multi-
ple criteria and provides both quantitative and qualitative
measures for the analysis of the document.

The continuation of this article is organized as follows:
section 2, 3 present some basic concepts such as Latent
Dirichlet Allocation (section 2) and the Pretopology theory
(section 3), section 4 explains our approach by describing
at a high level the different parts of our algorithm. In the
section 5, we apply our algorithm to a corpus consisting
of microblogging posts that comes from Twitter.com. We
conclude our work in section 6 by presenting the obtained
results.

2. TOPIC MODELING
Topic modeling is a method for analyzing large quantities

of unlabeled data. For our purposes, a topic is a probabil-
ity distribution over a collection of words and a topic model
is a formal statistical relationship between a group of ob-
served and latent (unknown) random variables that specifies
a probabilistic procedure to generate the topics [2, 5, 3, 11].
In many cases, there exists a semantic relationship between
terms that have high probability within the same topic – a
phenomenon that is rooted in the word co-occurrence pat-
terns in the text and that can be used for information re-
trieval and knowledge discovery in databases.



2.1 The Latent Dirichlet Allocation
Latent Dirichlet Allocation (LDA) by Blei et al. [2] is

a generative probabilistic model for collections of grouped
discrete data. Each group is described as a random mix-
ture over a set of latent topics where each topic is a discrete
distribution over the collections’s vocabulary. LDA is appli-
cable to any corpus of grouped discrete data, we will refer to
the standard Natural Language Processing (NLP) use case
where a corpus is a collection of documents, and the data
are words.

LDA is a probabilistic model for unsupervised learning,
it can be seen as a Bayesian extension of the probabilistic
Latent Semantic Analysis (pLSA) [5]. More precisely, LDA
defines a complete generative model which with a uniform
prior is a full bayesian estimator while pLSA provides an
Maximum Likelihood (ML) or Maximum a Posterior (MAP)
estimator. For more technical details refer to the work of
Gregor Heinrich [4]. The generative model of LDA is de-
scribed with the probabilistic graphical model [6] in Fig. 1.
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Figure 1: Bayesian Network (BN) of Latent Dirich-
let Allocation.

In LDA model, different documents d have different topic
proportions θd. In each position in the document, a topic z
is then selected from the topic proportion θd. Finally, a word
is picked from all vocabularies based on their probabilities
φk in that topic z.

The advantage of the LDA model is that examining at the
topic level instead of the word level allows us to gain more
insights into the meaningful structure of documents, since
noise can be suppressed by the clustering process of words
into topics. Consequently, we can utilize the topic propor-
tion in order to organize, search, and classify a collection of
documents more effectively.

2.2 Inference with Gibbs sampling
In this subsection, we specify a topic model procedure

based on the Latent Dirichlet Allocaiton (LDA) and the
Gibbs Sampling.

The key problem in topic modeling is posterior inference.
This refers to reversing the defined generative process and
learning the posterior distributions of the latent variables in
the model given the observed data. In LDA, this amounts

to solve the following equation:

p(θ, φ, z|w,α, β) =
p(θ, φ, z, w|α, β)

p(w|α, β)
(1)

Unfortunately, this distribution is intractable to compute
[4]. The normalization factor in particular, p(w|α, β), can-
not be computed exactly. However, as there are a number of
approximate inference techniques available that we can ap-
ply to the problem including variational inference (as used
in the original LDA paper [2]) and Gibbs Sampling that we
propose to use.

For LDA, we are interested in the latent document-topic

proportions θd, the topic-word distributions φ(z), and the
topic index assignments for each word zi. While conditional
distributions - and therefore an LDA Gibbs Sampling algo-
rithm - can be derived for each of these latent variables, we

note that both θd and φ(z) can be calculated using just the
topic index assignments zi (i.e. z is a sufficient statistic for
both these distributions). Therefore, a simpler algorithm
can be used if we integrate out the multinomial parame-
ters and simply sample zi. This is called a collapsed Gibbs
sampler [3, 11].

The collapsed Gibbs sampler for LDA needs to compute
the probability of a topic z being assigned to a word wi, given
all other topic assignments to all other words. Somewhat
more formally, we are interested in computing the following
posterior up to a constant:

p(zi | z−i, α, β, w) (2)

where z−i means all topic allocations except for zi.

Require: words w ∈ corpus D = (d1, d2, . . . , dm)
1: procedure LDA-Gibbs(w, α, β, T )
2: randomly initialize z and increment counters
3: loop for each iteration
4: loop for each word w in corpus D
5: Begin
6: word ← w[i]
7: tp ← z[i]
8: nd,tp− = 1;nword,tp− = 1;ntp− = 1
9: loop for each topic j ∈ {0, . . . , K − 1}
10: compute P (zi = j|z−i, w)
11: tp← sample from p(z|.)
12: z[i]← tp
13: nd,tp+ = 1;nword,tp+ = 1;ntp+ = 1
14: End
15: Compute φ

(z)

16: Compute θd
17: return z, φ

(z)
, θD . Output

18: end procedure

Figure 2: Algorithm 1: The LDA Gibbs sampling
algorithm.

Equation 3 computation of the posterior distribution for
topic assignment.

P (zi = j|z−i, w) ∝
nwi
−i,j + β

n
(·)
−i,j + V β

ndi
−i,j + α

ndi
−i,· +Kα

(3)

where nwi
−i,j is the number of times word wi was related to

topic j. n
(·)
−i,j is the number of times all other words were

related with topic j. ndi
−i,j is the number of times topic j

was related with document di. And ndi
−i,· is the number of

times all other topics were related with document di. Those
notations were taken from the work of Thomas Griffiths and
Mark Steyvers [3].



φ̂
(w)
j =

n
(w)
j + β

n
(·)
j + V β

(4)

θ̂
(d)
j =

n
(d)
j + α

n
(d)
· +Kα

(5)

Equation 4 is the bayesian estimation of the distribution of
the words in a topic. Equation 5 is the estimation of the
distribution of topics in a document.

3. PRETOPOLOGY THEORY
The pretopology is a mathematical modeling tool for the

concept of proximity in the field of social sciences in the
discrete spaces [1]. It probably establishes the powerful tools
for the structure analysis and automatic classification. It
ensures the follow-up of the process development of dilation,
alliance, adherence, closed subset, acceptability [12, 7].

3.1 Pseudoclosure

Definition 1. We call pseudoclosure defined on E, any
function a(.) from P(E) into P(E) such as:

a(∅) = ∅; ∀A ⊂ E,A ⊂ a(A) (6)

Then, (E, a) is said a pretopology space.
According to properties of a(.), we obtain more or less

complex pretopological spaces from the most general spaces
to topological spaces. Pretopological spaces of V- type are
the most interesting cases.

Definition 2. A pretopology space (E, a) is called V-type
space if and only if

∀A ⊂ E,∀B ⊂ E, (A ⊂ B)⇒ (a(A) ⊂ a(B)) (7)

3.2 Pretopology and binary relationships
Suppose we have a family (Ri)i=1,...,n of binary reflex-

ive relationships on a finite set E. Let us consider ∀i =
1, 2, . . . , n, ∀x ∈ E, Vi(x) defined by:

Vi(x) = {y ∈ E|xRi y} (8)

Then, the pseudoclosure as(.) is defined by:

as(A) = {x ∈ E|∀i = 1, 2, . . . , n, Vi(x) ∩A 6= ∅} (9)

Pretopology defined on E by as(.) using the intersection
operator is called the strong pretopology induced by the
family (Ri)i=1,...,n.

Similarly, we can define weak pretopology from aw(.) by
using union operator:

aw(A) = {x ∈ E|∃i = 1, 2, . . . , n, Vi(x) ∩A 6= ∅} (10)

Proposition 1. as(.), aw(.) determine on E a pretopo-
logical structures and the spaces (E, as), (E, aw) are of V-
type.

3.3 Minimal closed subsets

Definition 3. Let (E, a) a pretopological space, ∀A,A ⊂
E. A is a closed subset if and only if a(A) = A.

Definition 4. Given (E, a) a pretopological space, call
the closure of A, when exists, the smallest closed subset of
(E, a) which contains A. The closure of A is denoted by
F (A).

Proposition 2. In any pretopological space of type V,
given a subset A of E, the closure of A always exists.

So, in the V-type space, given a set finite E, the closure
F(A) is always exits and can be calculated by using the
following property that is useful in calculating distance be-
tween elements.

∃k < |E|, F (A) = ak(A) = a(ak−1(A))

We denote Fe is the family of elementary closed subsets, the
set of closures of each singleton {x} of P (E). So in a V-type
pretopological space, we get:

- ∀x ∈ E,∃Fx : closure of {x}.

- Fe = {Fx|x ∈ E}

Definition 5. F is called a minimal closed subset if and
only if F is a minimal element for inclusion in Fe.

We denote Fm = {Fmj , j = 1, 2, . . . , k}, the family of mini-
mal closed subset, the set of minimal closed subsets in Fe.

4. OUR APPROACH
In our approach, we build The Method of Clustering Doc-

uments using Pretopology and Topic Modeling (MCPTM)
which clusters documents via the topic modeling and pseu-
doclosure. MCPTP can be built in following:

1. Defining topic-distribution of each document di in cor-
pus D by document structure analysis using LDA.

2. Defining two binary relationships: RMTP based on ma-
jor topic and RdH based on Hellinger distance.

3. Building pseudoclosure function from two binary rela-
tionships RMTP , RdH .

4. Building pseudoclosure distance from pseudoclosure
function.

5. Determining initial parameters for k-means algorithm
from results of minimal closed subsets.

6. Using k-means algorithm to cluster set of documents
with initial parameters from result of minimal closed
subsets, pseudoclosure distance to compute the dis-
tance between two objects and inter-pseudoclosure dis-
tance to re-compute the new centroids.

4.1 Document structure analysis by LDA
A term-document matrix is given as an input to LDA

and it outputs two matrices, the document-topic distribu-
tion matrix θ and the topic-term distribution matrix φ. The
topic-term distribution matrix φ ∈ RKxV consists of K rows,
where the i-th row φ ∈ RV is the word distribution of topic
i. The terms with high φij values indicate that they are
the representative terms of topic i. Therefore, by looking at
such terms one can grasp the meaning of each topic without
looking at the individual documents in the cluster.



In a similar way, the documents-topics distributions ma-
trix θ ∈ RMxK consists of M rows, where the i-th row
θi ∈ RK is the topic distribution for document i. A high
probability value of θij indicates that document i is closely
related to topic j. In addition, documents with low θij values
over all the topics are noisy documents that belong to none
of the topics. Therefore, by looking at the θij values, one
can understand how closely the document is related to the
topic. We have often been interested in the major topic of
document. So, we define the major-topic of each document
such as:

Definition 6. We call MTP (di) is major-topic of docu-
ment di if MTP (di) is the topic having the largest probabil-
ity in topic-distribution of document di and this probability
greater than p0, p0 ≥ 1/K, K is the number of topic.
MTP (di) = {k|θik = maxjθij and θik ≥ p0}.

Two documents dm, dn with their major-topic MTP (dm),
MTP (dn), are close to each other if they have the same
major-topic. A first document clustering can be computed
based on the set of major-topics.

4.2 Defining binary relationships

4.2.1 Based on major topic
Considering two documents dm,dn with their major-topic

MTP (dm), MTP (dn), we see that document dm is ”near”
to document dn if they have the same major-topic. So, we
proposed a definition of binary relationship RMTP of two
documents based on their major-topic such as:

Definition 7. We call document dm have binary rela-
tionship RMTP with document dn if dm and dn have the
same major-topic.

4.2.2 Based on Hellinger distance
By using LDA, each document is characterized by its topic

distribution. The similarity of two documents is measured
as the distance between the two corresponding probability
distributions. If we consider a probability distribution as
a vector, we can choose some distances or similarity mea-
sures related to the vector distance such as Euclide distance,
Cosine Similarity, Jaccard Coefficient, Pearson Correlation
Coefficient, etc. But, it is better if we choose distances
or similarity measures related to the probability distribu-
tion such as Kullback-Leibler Divergence, Bhattacharyya
distance, Hellinger distance, etc. For our work, we choose
the Hellinger distance because it is a metric for measuring
the deviation between two probability distributions, we can
easily compute it and it is especially limited in [0, 1].

Definition 8. For two discrete probability distributions
P = (p1, . . . , pk) and Q = (q1, . . . , qk), their Hellinger dis-
tance is defined as

dH(P,Q) =
1√
2

√√√√ k∑
i=1

(
√
pi −

√
qi)2, (11)

Hellinger distance is directly related to the Euclidean norm
of the difference of the square root vectors, i.e.

dH(P,Q) =
1√
2

∥∥√P −√Q∥∥
2
.

The Hellinger distance satisfies the inequality of 0 ≤ dH ≤
1. This distance is a metric for measuring the deviation be-
tween two probability distributions. The distance is 0 when
P = Q. Disjoint P and Q shows the maximum distance of
1. The lower value of Hellinger distance, the smaller devia-
tion between two probability distributions. So, we can use
the Hellinger distance to measure the similarity between two
documents dm,dn. We then define binary relationship RdH

between two documents such as:

Definition 9. We call document dm have binary rela-
tionship RdH with document dn if dH(dm, dn) ≤ d0, 0 ≤
d0 ≤ 1.

We can also use the document-topic distribution matrix
θ as input and Hellinger distance as distance measure for
k-means algorithm to cluster documents.

4.3 Building pseudoclosure function
Based on two binary relationships RMTP and RdH , we

can build neighborhood basis (Algorithm 2, Fig. 3) and
then build pseudoclosure (Algorithm 3, Fig. 4) for strong
(with intersection operator) and weak (with union operator)
Pretopology.

Require: document-topic distribution matrix θ, corpus D
Require: RMTP , RdH

: family of relations.

1: procedure Neighborhood-TM(D, θ, RMTP , RdH
)

2: loop for each relation Ri ∈ {RMTP , RdH
}

3: loop for each document dm ∈ D
4: loop for each document dn ∈ D
5: If Ri(dm, dn) then
6: Bi[dm].append(dn)
7: return B = [B1, B2] . Output
8: end procedure

Figure 3: Algorithm 2: Neighborhood Basis Using
Topic Modeling.

Require: B = (B1, B2),D = {d1, . . . , dm}
1: procedure pseudoclosure(A,B,D)
2: aA=A
3: loop for each document dn ∈ D
4: If (A ∩ B1[dn] 6= ∅ or A ∩ B2[dn] 6= ∅) then
5: aA.append(dn)
6: return aA . Ouput
7: end procedure

Figure 4: Algorithm 3: Pseudoclosure using Topic
Modeling.

4.4 Building pseudoclosure distance
In standard k-means algorithm, the centroid of a cluster is

the average point in the multidimensional space. Its coordi-
nates are the arithmetic mean for each dimension separately
over all the points in the cluster which is not effective with
categorical data analysis. In the other hand, the pseudo-
closure distance is used to examine the similarity for both
numeric and categorical data. Therefore, it can contribute
to improve the classification with k-means.

Definition 10. We define δ(A,B) pseudoclosure distance
between two subsets A and B of a finite set E:

k0 = min(min{k|A ⊂ ak(B)},∞)

k1 = min(min{k|B ⊂ ak(A)},∞)



δ(A,B) = min(k0, k1)

where ak(.) = ak−1(a(.))

Definition 11. We call DA(x) interior-pseudo-distance
of a point x in a set A:

DA(x) =
1

|A|
∑
y∈A

δ(x, y).

In case where A and B are reduced to one element x and
y, we get the distance δ(x, y). For clustering documents with
k-means algorithm, we use pseudoclosure distance δ(x, y) to
compute distance between two documents (each document
represented by its topic-distribution is a point x ∈ E) and
interior-pseudo-distanceDA(x) to compute centroid of A (x0
is chosen as centroid of A if DA(x0) = minx∈ADA(x)).

4.5 Structure analysis with minimal closed sub-
sets

The two limits of standard k-means algorithm are the
number of clusters which must be predetermined and the
randomness in the choice of the initial centroids of the clus-
ters. Pretopology theory gives a good solution to omit these
limits by using the result from minimal closed subsets. The
algorithm to compute minimal closed subset is presented in
Fig. 5, algorithm 4.

Require: corpus D, pseudoclosure aA()
1: procedure minimal-closed-subsets(D, aA())
2: compute family of elementary closed subsets Fe

3: Fm = ∅
4: loop until Fe = ∅
5: Begin
6: Choose F ⊂ Fe

7: Fe = Fe − F
8: minimal = True
9: F = Fe

10: loop until F = ∅ and not minimal
11: Begin
12: Choose G ∈ F
13: If G ⊂ F then
14: minimal=False
15: Else
16: If F ⊂ G then
17: Fe = Fe − {G}
18: F = F −G
19: End
20: End
21: If minimal =True &&F /∈ Fm then
22: Fm = Fm ∪ F
23: return Fm . Ouput
24: end procedure

Figure 5: Algorithm 4: Minimal closed subsets al-
gorithm.

By performing the minimal closed subset algorithm, we
get the family of minimal closed subsets. This family, by
definition, characterizes the structure underlying the data
set E. So, the number of minimal closed subsets is a quite
important parameter: it gives us the number of clusters to
use in the k-means algorithm. Moreover, the initial cen-
troids for starting k-means process can be determined by
using interior-pseudo-distance for each minimal closed sub-
set Fmj ∈ Fm (x0 is chosen as centroid of Fmj ifDFmj

(x0) =

minx∈Fmj
DFmj

(x)).

4.6 MCPTM algorithm

In this subsection, we present The Method of Clustering
Documents using Pretopology and Topic Modeling (MCPTM)
which clusters documents via the topic modeling and pseu-
doclosure. At first, an LDA topic modeling is learned on
the documents to achieve topic-document distributions. The
major topic and Hellinger probability distance are used to
define relations between documents and these relations are
used to define a pretopological space which can be employed
to get preliminarily clusters of a corpus and determine the
number of clusters. After that, k-means clustering algorithm
is used to cluster the documents data with pseudodistance
and inter-pseudodistance. The MCPTP algorithm is pre-
sented in Fig. 6, algorithm 5.

Require: D: corpus from set of documents
1: procedure MCPTP(D)
2: θD ← LDA-GIBBS(D, α, β, T )
3: B ← NEIGHBORHOOD-TM(D, θD, RMTP , RdH

)

4: aA← PSEUDOCLOSURE(B)
5: Fm ← MIMINAL-CLOSED-SUBSETS(D, aA())
6: k = |Fm|: number of clusters
7: M = {mi},i=1,...,k ,mi = Centroid(Fmi

)

8: while clusters centroids changed do
9: for each x ∈ E −M do
10: compute δ(x,mi), i = 1, . . . , k
11: find m0 with δ(x,m0) = minδ(x,mi)i=1,...,k

12: Fm0
= Fm0

∪ {x}
13: end for
14: Recompute clusters centroids M.
15: end while
16: return Clusters = {F1, F2, . . . , Fk} . Output
17: end procedure

Figure 6: Algorithm 5: The MCPTM algorithm:
clustering documents using pretopology and topic
modeling.

4.7 Implementation in python of the library
AMEUR

In this part, we briefly present our AMEUR library writ-
ten in python. AMEUR is a project connecting the tools
that come from the framework of pretopology, topic mod-
eling, multi-relations networks analysis and semantic rela-
tionship. The library is composed of the following modules:
pretopology, topicmodeling and nlp.

The pretopology module implements the functions described
in section III. The implementation of the pretopology in
the AMEUR library allows us to ensures the follow-up of
step-by-step processes like dilatation, alliance, pseudoclo-
sure, closure, family of minimal closed subsets, MCPTP and
acceptability in multi-relations networks.

The topicmodeling module implements generative models
like the Latent Dirichlet Allocation, LDA Gibbs Sampling
that allows us to capture the relationships between discrete
data. This module is used within the AMEUR library for
querying purposes e.g to retrieve a set of documents that
are relevant to a query document or to cluster a set of docu-
ment given a latent-topic query. These computation of these
queries are insured by the connection between the topicmod-
eling module and the pretopology module.

The nlp (natural language processing) module implements
the necessary functions for getting unstructured text data of
different sources from webpages or social medias and prepar-
ing them as a proper inputs for the algorithms implemented
in the rest of the modules of the library.



Table 1: Words - Topic distribution φ and the related users from the θ distribution
Topic 3

Words Prob. Users ID Prob.

paris 0.008 GStephanopoulos 42 0.697

charliehebdo 0.006 camanpour 23 0.694

interview 0.006 AriMelber 12 0.504

charlie 0.005 andersoncooper 7 0.457

attack 0.005 brianstelter 20 0.397

warisover 0.004 yokoono 131 0.362

french 0.004 piersmorgan 96 0.348

today 0.004 maddow 72 0.314

news 0.004 BuzzFeedBen 21 0.249

police 0.003 MichaelSteele 81 0.244

Topic 10

Words Prob. Users ID Prob.

ces 0.010 bxchen 22 0.505

people 0.007 randizuckerberg 102 0.477

news 0.006 NextTechBlog 88 0.402

media 0.006 lheron 71 0.355

tech 0.006 LanceUlanoff 68 0.339

apple 0.006 MarcusWohlsen 74 0.339

facebook 0.005 marissamayer 76 0.334

yahoo 0.005 harrymccracken 43 0.264

app 0.005 dens 33 0.209

google 0.004 nickbilton 89 0.204

Table 2: Topics - document distribution θ
User ID 02

Topic Prob.

10 0.090

16 0.072

12 0.065

18 0.064

0 0.058

User ID 12

Topic Prob.

3 0.504

19 0.039

10 0.036

15 0.035

13 0.032

User ID 22

Topic Prob.

10 0.506

3 0.036

19 0.034

14 0.031

4 0.03

User ID 53

Topic Prob.

17 0.733

1 0.017

18 0.016

13 0.016

11 0.015

User ID 75

Topic Prob.

19 0.526

2 0.029

3 0.029

5 0.028

105 0.028

User ID 83

Topic Prob.

8 0.249

0 0.084

11 0.06

7 0.045

12 0.043

User ID 115

Topic Prob.

18 0.151

6 0.060

11 0.060

0 0.058

9 0.054

User ID 132

Topic Prob.

0 0.144

16 0.076

12 0.070

18 0.057

15 0.050

5. APPLICATION

Figure 7: Network for 133 users with two relation-
ships based on Hellinger distance (distance ≤ 0.15)
and Major topic (probability ≥ 0.15).

The microblogging service twitter has become one of the
major micro-blogging websites, where people can create and
exchange content with a large audience. In this section, we
apply the MCPTP algorithm for clustering a set of users
around their center of interests. We have targeted 133 users
and gathered their tweets in 133 document. We have cleaned
them and run the LDA Gibbs Sampling algorithm to define
the topics distribution of each document and words distri-
bution of each topic. We have used then, the MCPTP al-
gorithm to automatically detect the different communities
for clustering users. We present in the following, the latter
steps in more details.

5.1 Data collection
Twitter is a micro-blogging social-media website that pro-

vides a platform for the users to post or exchange text mes-
sages of 140 characters. Twitter provides an API that allows
easy access to anyone to retrieve at most 1% sample of all

the data by providing some parameters. In spite of the 1%
restriction we are able to collect large data sets that contain
enough text information for topic modeling as it is shown in
[9].

The data set contains tweets from the 133 famous and
most followed public accounts. We have chosen these ac-
counts because they are characterized by the heterogeneity
of the tweets they posts. The followers that they aim to
reach comes from different interest area (i.e. politics, tech-
nology, sports, art, etc .. ). We used the API provided by
twitter to collect the messages of 140 characters between
January and February, 2015. We gathered all the tweets
from a user into a document.

5.2 Data pre-processing
Social media data and mainly twitter data is highly un-

structured: typos, bad grammar, presence of unwanted con-
tent like: humans expressions (happy, sad, excited, ...), URLs,
stop words (the, a, there, ...). To get good insights and to
build better algorithms it is essential to play with clean data.
The pre-processing step get the textual data clean and ready
as an input for the MCPTM algorithm.

5.3 Topic modeling results
After collecting and pre-processing data, we obtained data

with 133 documents, 158,578 words in corpus which aver-
ages 1,192 words per document and 29,104 different words
in the vocabulary, we run LDA Gibbs Sampling from algo-
rithm 1 (Fig. 2) and received the output with two matrices,
the document-topic distribution matrix θ and the topic-term
distribution matrix φ. We presented in table 1 two topics
from list of 20 topics that we have computed with our LDA
implementation. A topic is presented with a distribution of
words. For each topic we have a list of users. Each user is
identified with an ID from 0 to 132 and is associated to a
topic with an order of probabilities. The two lists of proba-
bilities in topic 3, 10 are extracted respectively from θ and
φ distributions. The topic 3 and topic 10 are of particular
interest due to the important number of users that are re-
lated to them. Topic 3 is about the terrorist attack that
happened in Paris and topic 10 is about the international
Consumer Electronics Show (CES). The both events hap-
pened at the same time when we collected our data from



Table 3: Classification documents based on their
major topic

Major Topic prob ≥ 0.3 0.15 < prob < 0.3

Topic 0 112,85,104 -

Topic 1 44,129,114 61

Topic 2 101,108,91 90

Topic 3 42,23,12,7,20,131,96,72 21,81,93,10

Topic 4 125,36,123,0 -

Topic 5 82,126 62

Topic 6 127,37,26 92

Topic 7 118,106,32 70,4

Topic 8 113 83,55,59

Topic 9 67,122 111,100

Topic 10 22,102,88,71,74,68,76 43,89,33,65

Topic 11 54,51,121 29,94

Topic 12 50 12

Topic 13 16,35 38

Topic 14 31,98 -

Topic 15 66,73,34, 48

Topic 16 99 -

Topic 17 53,30 -

Topic 18 47,128,1,124,5 78,115

Topic 19 14,80,39,75,18,103 -

None remaining users (with probability < 0.15)

Twitter. We note that we have more users for these topics
compared to the other. We can conclude that these topics
can be considered as hot topics at this moment.

Due to the lack of space, we could not present in details
all the topics with their distribution of words and all topic
distributions of documents. Therefore, we presented eight
topic distributions θi (sorted by probability) of eight users
in the table 2. A high probability value of θij indicates that
document i is closely related to topic j. Hence, user ID 12 is
closely related to topic 3, user ID 22 closely related to topic
10, etc. In addition, documents with low θij values over all
the topics are noisy documents that belong to none of the
topics. So, there are no major topic in user ID 02 and user
ID 132 (the max probability < 0.15). We showed in the table
3 a classification of documents based on their major topics
in two levels along their probability, the documents with
max probability < 0.15 is considered noisy documents and
clustered in the same cluster. The clustering of users was
done manually. We present in the next subsection the results
of the clustering of the algorithm that we have developed in
our article.

5.4 Results from the k-means algorithm using
Hellinger distance

After receiving the document-topic distribution matrix θ
from LDA Gibbs Sampling, we used k-means algorithm with
Hellinger distance to cluster users. The table 4 presents the
result from k-means algorithm using Hellinger distance with
number of clusters k=13 and random centroids. Based on
the mean value of each cluster, we defined the major topic
related to the clusters and attached these values in the table.
We notice that different choices of initial seed sets can result
in very different final partitions.

5.5 Results from the MCPTM algorithm
After getting the results (e.g table 2) from our LDA im-

plementation, we defined two relations between two doce-
ments, the first based on their major topic RMTP and the
second based their Hellinger distance RdH . We then built
the weak pseudoclosure with these relations and applied to
compute pseudoclosure distance and the minimal closed sub-
sets. With this pseudoclosure distance, we can use MCPTP
algorithm to cluster set of users with multi-relationships.

Table 4: Result from k-means algorithm using
Hellinger distance

Cluster Users Major Topic

1 67, 111, 122 TP 9 (0.423)

2 34, 48, 66, 73 TP 15 (0.315)

3 10, 22, 33, 43, 65, 68, 71, 74, 76, 88, 89, 98, 102 TP 10 (0.305)

4 26, 92 TP 6 (0.268)

5 16, 35, 44, 90, 91, 101, 108, 114, 129 TP 2 (0.238)

6 4, 32, 70, 106, 118 TP 7 (0.345)

7 37, 127 TP 6 (0.580)

8 14, 18, 39, 75, 80, 103 TP 19 (0.531)

9 1, 5, 47, 78, 124, 128 TP 18 (0.453)

10 30, 53 TP 17 (0.711)

11 7, 12, 20, 21, 23, 42, 72, 81, 93, 96, 131 TP 3 (0.409)

12 0, 31, 36, 82, 123, 125 TP 4 (0.310)

13 remaining users None

The figure 8 shows the number of elements of minimal
closed subsets with different thresholds p0 for RMTP and
d0 for RdH . We used this information to choose the num-
ber of clusters. For this example, we chose p0 = 0.15 and
d0 = 0.15 i.e user i connect with user j if they have the
same major topic (with probability ≥ 0.15) or the Hellinger
distance dH(θi, θj) ≤ 0.15. From the network (figure 7) for
133 users built from the weak pseudoclosure, we chose the
number of clusters k = 13 since the network has 13 compo-
nents (each component represents an element of the mini-
mal closed subset). We used inter-pseudoslosure distance to
compute initial centroids and received the result:

[0, 52, 4, 14, 26, 29, 30, 31, 34, 44, 85, 90, 99]

The table 5 presents the results of MCPTP algorithm and
k-means algorithm using Hellinger distance. We notice that
there are almost no difference between the results from two
methods when using the number of clusters k and initial
centroids above. By looking deeply into each cluster, we
saw that the accuracy of these results are better than the
result when we chose centroids randomly.

Table 5: Result from k-means algorithm using
Hellinger distance and MCPTP

K-means & Hellinger MCPTP Algorithm

Cluster Users Topic Users Topic

1 0,36,123,125 TP 4 (0.457) 0,36,123,125 TP 4

2 4,32,70,10,118 TP 7 (0.345) 4,32,70,10,118 TP 7

3 14,18,39,75,80,103 TP 19 (0.531) 14,18,39,75,80,103 TP 19

4 26,37,92,127 TP 6 (0.424) 26,37,92,127 TP 6

5 29,51,54,94,121 TP 11 (0.345) 29,51,54,94,121 TP 11

6 30,53 TP 17 (0.711) 30,53 TP 17

7 31 TP 14 (0.726) 31,98 TP 14

8 34,48,66,73 TP 15 (0.315) 34,48,66,73 TP 15

9 44,61,114,129 TP 1 (0.413) 44,61,114,129 TP 1

10 85,104,112 TP 0 (0.436) 85,104,112 TP 0

11 67,90,91,101,108 TP 2 (0.407) 90,91,101,108 TP 2

12 99 TP 16 (0.647) 99 TP 16

13 remaining users None remaining users None

We saw that the largest component in users network (fig.
7) has many nodes with weak ties. This component rep-
resents the cluster 13 (remaining users) with 89 elements.
Hence, we used k-means algorithm with Hellinger distance
for clustering this group with number of cluster k = 9, cen-
troids:

[23, 82, 113, 67, 22, 50, 16, 47, 2]

and showed the result in the table 6.
The idea of using pretopology theory for k-means cluster-

ing has been proposed by [12]. In this paper, the authors



Figure 8: Number of elements of Minimal closed
subsets with difference thresholds p0 for RMTP and
d0 for RdH .

Table 6: Result from k-means algorithm using
Hellinger distance for cluster 13 (89 users)

Cluster Uesrs Major Topic

13.1 7, 12, 20, 21, 23, 42, 72, 81, 93, 96, 131 TP 3 ( 0.409)

13.2 62, 77, 82, 126 TP 5 (0.339)

13.3 27, 55, 59, 83, 113 TP 8 (0.218)

13.4 67, 111, 122 TP 9 (0.422)

13.5 22, 33, 43, 65, 68, 71, 74, 76, 88, 89, 102 TP 10 (0.330)

13.6 50 TP 12 (0.499)

13.7 16, 35 TP 13 (0.576)

13.8 1, 5, 47, 78, 124, 128 TP 18 (0.453)

13.9 remaining users None

proposed the method to find automatically a number k of
clusters and k centroids for k-means clustering by results
from minimal closed subsets algorithm and also proposed to
use pseudoclosure distance constructed from the relation-
ships family to examine the similarity for both numeric and
categorical data. The authors illustrated the method with
a toy example about the toxic diffusion between 16 geo-
graphical areas using only one relationship. Our work ex-
tended this method in two dimensions: firstly, we exploited
this idea in document clustering and integrated structural
information from LDA; secondly, we showed that pretopol-
ogy theory can apply for multi-criteria clustering by defin-
ing pseudodistance build from multi-relationships. In our
paper, we clustered documents by using two criteria: one
based on the major topic of document (qualitative criterion)
and the other based on Hellinger distace (quantitative crite-
rion). Our application in Twitter also proposed a method to
construct a network from multi-relations network by choos-
ing the set of relations and then applying strong or weak
pretopology.

6. CONCLUSION
The major implication intended by this article is that the

number of clusters and the chosen criterias for grouping the
document is closely bounded with the accuracy of the clus-
tering results. The method presented here can be considered
as a pipeline where we associate Latent Dirichlet Allocation
(LDA) and pseudoclosure function. LDA is used to estimate
topic-distribution of each document in corpus and pseudo-
closure function to connect documents with multi-relations
built from their major topics or Hellinger distance. With
this method both quantitative data and categorical data are
used, allowing us to have a multi-criteria clustering. We have
presented our contribution by applying it on microblogging
posts and have obtained good results. In future works, we
want to test these results on a more important scale where
we will need to parallelize the developed algorithms.
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